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Abstract. This study presents the implementation and derivation of a Volume of Fluid (VoF) solver
capable of considering pressure-driven phase change and handling three fluids. The implemented code is
designed to investigate internal nozzle cavitation and subsequent injection and jet breakup. An extended
cavitation model is also implemented to handle phase change in the presence of a third phase. Detailed
descriptions and derivation of the mathematical system are presented. The solver is verified on a one-
dimensional benchmark case from the literature and validated on an experimentally well-documented
geometry. The validation shows the developing cavitation regime is well captured by comparing velocity
profiles and flow images with experimental measurements and visualisation.

1. Introduction

The phenomenon of cavitation in injectors and the subsequent breakup of liquid droplets play pivotal
roles in a wide range of engineering applications, including fuel injection systems, sprays and atomisers.
Understanding and accurately modelling cavitation and droplet breakup are paramount for optimising
combustion processes, improving fuel efficiency, reducing emissions and enhancing overall performance in
various industries. The field of research is active and ongoing. Several authors have recently studied cav-
itation, especially in fuel nozzles [1-5]. Cavitation is characterised by the formation, growth and collapse
of gas bubbles within a liquid caused by a low static pressure. The low static pressure can be flow-induced,
but it can also be created by other means, such as vibration. In the context of injectors, high-pressure
gradients induce flow separation around geometric obstacles. The flow separation causes the local static
pressure to fall low enough for vapour to be formed [6] or for small entrained gas bubbles to grow in size.
When cavitation in injectors is studied, it is often of interest to determine how the cavitation affects the
droplet size and what the droplet size distribution becomes further downstream. There are generally two
approaches to determining cavitation’s influence on the breakup by simulation. The first approach uses
primary and secondary breakup models to model the breakup of droplets using the Lagrangian frame-
work. The internal nozzle dynamics would then typically be simulated using an Euler-Euler approach,
and some form of coupling model would be implemented to go from internal nozzle flow to the Lagrangian
phase. Ravendran used a method like this [7], where the internal nozzle dynamics were simulated using a
Homogeneous Mixture Model (HEM) and a coupling method was used to transfer the internal flow char-
acteristics into a Lagrangian framework. In the Lagrangian framework, primary and secondary breakup
models were used to model the rest of the spray formation. The second approach is to simulate the entire
breakup using an Euler-Euler approach or simulate most of the primary breakup using an Euler-Euler
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approach and then coupling to a Lagrangian model. Generally, the latter approach is used as it saves
computational resources. Heinrich and Schwarze [8] simulated the primary breakup using a Volume of
Fluid (VoF) model and moved the droplets formed from the primary breakup into a Lagrangian frame-
work using a sphericity criterion. Their results showed good agreement with experimental measurements;
however, there was no cavitation inside the injector. The current study follows the second approach.
It implements an extension of the OpenF0AM solver for cavitating flows called interPhaseChangeFoam.
interPhaseChangeFoan is a solver for two fluids, extended here to take a third non-condensing fluid into
account. This is done by implementing functionality from the solver interMixingFoam and making the
necessary changes to accommodate an extra fluid in interPhaseChangeFoam. A new cavitation model
is also derived and implemented. The cavitation model was first described by Yuan and Schnerr [9]. It
can include the interaction of external gas on the liquid and vapour flowing through the nozzle. The
external gas can interact with the cavitation regime if the vapour extends all the way to the exit of the
nozzle. Pressure waves from collapsing vapour pockets can also travel out the nozzle exit and interact
in the spray breakup. The implementation of the cavitation model from [9] in OpenFOAM was first
done by [10]. The implementation presented in this paper is based on their work. It, however, uses a
different approach to solving the system of volume fraction equations to ensure mass conservation and
does not model artificial interface compression or diffusion between the gas phases. This paper presents
the mathematics behind the implementation in great detail and publishes the code alongside it to increase
the usability of the work. The implementation is done to investigate injector nozzles. In injector nozzles,
there is often cavitation inside the nozzle and air outside. To investigate the influence of cavitation on
how a spray is formed, it is necessary to consider all three fluids.

2. Theoretical backgroud

The theoretical background in terms of governing equations, cavitation model and the mathematical
system has been described by the author in previous work [11], as part of a PhD course. It is included
in this paper for completeness and to aid the reader. The Volume of Fluid (VoF) method is an Euler-
Euler approach where one set of momentum and continuity equations are solved using the effective fluid
properties. It is assumed that each fluid is incompressible and isothermal. Transport equations are solved
to track each fluid together with the momentum and continuity equation. The variable « is used for each
volume fraction. It is defined as

Here V is the volume of each cell, and i denotes the i*" fluid. « is used to track different fluids as they
are solved as one mixture. The volume fractions are summed up to unity as

3
Zai =1. (2)

Having three fluids, 1,v and nc are used as the subscripts to represent liquid, vapour and non-condensing
gas, respectively. The properties of the mixture are also blended between the fluids as

p:Zaipi, M:Zaiﬂh (3)
i=1 =1
where p is the density and p is the dynamic viscosity.

2.1. Governing equations. The continuity and momentum equations are given as

1dp
U=--2=L 4
v pdt’ @
d(pU
(gt)+V-(pU®U):—Vﬁ—i-V-T—i—fo—g'th (5)

respectively. Here p is modified pressure, which is constructed by removing the hydrostatic pressure from
the static pressure p. 7 is the deviatoric stress tensor, f, is the surface tension force, g is the acceleration
of gravity, U is the velocity vector, ¢ is time and g - hVp is a term added as a consequence of using p,
where h is the position vector.

The transport equation of the volume fraction of each phase is given by
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Here m is the mass transfer rate between o) and «,. The mass transfer term is calculated in OpenFOAM
by a cavitation model. As seen from Eqn. 7 and Eqn. 8 the model does not contain any diffusion between
the gas phases in the system. This assumption is considered valid for injectors with cavitation, as the
two gas phases are generally separated from each other. This, however, also limits the applicability of
the implementation in cases where the two gas phases interact. Because mass is transferred between the
two phases, the divergence of velocity is no longer zero. Eqn. 6 to Eqn. 8 can be rewritten to the form
shown in Eqn. 9, here exemplified with «; as

da m

CTthLOQV'(U):*Ea (9)
by using the definition of the total derivative and the product rule for divergence. For more details on
this, refer to Appendix A. In Eqn. 9, d denotes the total derivative, which is used throughout this paper.
By adding Eqn. 6 to Eqn. 8 on the rewritten form, it can be shown that the divergence of velocity is
different from zero as

d 1 1
a+av+anc+a+av+anCV~U—<—+>m, 10
dt(l ) (l ) P1 Pv ( )

1 1

V~U_<—+>m. ()
Pl Pv

If there were no phase change source terms, the divergence of velocity would have been zero. Since it is

not zero, closure is needed by computing the mass transfer term.

The divergence of the semi-discretised form of the momentum equation is given by

V-(H(U))—V-<1Vp)=V-U, (12)

ap ap

which is used to construct the pressure equation by substitution into the continuity equation. For this
derivation and the definition of a, and H(U), please refer to Jasak [12]. As shown earlier, the divergence
of U is the mass transfer rate term, so Eqn. 12 can be written as

(2w () (o 1)

There is also a need for closure in the pressure equation by computing the mass transfer rate terms. This
is done using a cavitation model described in the following section.

2.2. Cavitation model. To close the mathematical system above, a model is needed for the mass
transfer rates. In this study, a modified version of the Schnerr and Sauer [13] model is used. The
modification was originally done by Yuan and Schnerr [9]. The model is based on the idea that for
cavitation to take place, it has to have a place to begin. The starting place is defined as an amount of
small bubble nuclei present in the liquid phase. The mass transfer rate terms are quantified in terms of
the growth and collapse of these nuclei. For the modified Schnerr and Sauer model, the mass transfer
terms are given by

304/ %, / —E—max(p — Psat, 0)
e = —C. ( PvP1 ) 1\ [p—psat]

Qg — Pn ptomc(pv—pne) \ 4
P+ ane (P1 = Prc) (p+anc(pl—pnc) ) 37Tn0R4 +R

0414TL07TR2 \/311 / %min(p — Psat; O)
mav = 70‘, < Pv Pl > p1 [P—DPsat]

P+ ane (P1 — Pnc) 1+ nodnRs (p+anc(prpm)>

lf P Z Dsat (14)

if p < psat- (15)
p+onc(p1—pnc)

These equations are used to represent the mass transfer rates in Eqn. 6 and Eqn. 7. R is the radius of
the bubble nuclei and ps,: is the saturation pressure of the fluid. C; and C, are experimental constants
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used to balance the two different terms. The radius of the bubbles is given by

3 1+05nuc_al
R=7¢ 16
Vi , (16)

]

where the subscript nuc refers to the initial bubble nuclei. 4. is the volume fraction of the initial bubble
nuclei, defined as

V. o dnuc
nuc

6
nuc — = . 17
“ T+ Vine 14 700 (17)

This is a result of the main assumption in the Schneer and Sauer model stated here as
4
oy = alnogﬂ'RB, (18)

which defines the liquid as always having a small number of bubble nuclei present. The mass transfer
terms, together with the bubble radius, close the mathematical system. The following section describes
how the equations are manipulated and implemented into the code.

3. Implementation

To make the mathematical system of the volume fraction equations more stable, some manipulation
is done, so the source terms in Eqn. 14 and Eqn. 15 can be taken into account in a semi-implicit manner.
This section outlines this manipulation so the reader to more easily understand the source code. The
detailed derivation of the source terms from Appendix A.1 led to Eqn. 57, restated here as

2. dR
3ay GF

ptanc(pyv —pnc) 4 if p 2 Dsat
dav — ( +anc(01 Pnc)) mnoRI+R (19)
dnomR? 41 .
dt 4 C”3 nop‘:’anc((i;v*ﬁnc) lf p < psat.
I4nogzmR (P"’D‘nc(ﬁl*f’nc) )
To close the mathematical system, the term for & W needs to be determined. For this the simplified

Rayleigh equation is used [14], shown here as
@ _ gpsat —Pp
a V3 p

Equation 20 is implemented for the growth and collapse terms as

dR —max(p — Psat, O)\/% if p > Psat (21)
dt —min(p — Psat> 0)\/37 m if P < Dsat-

To get the source terms on a form that can be taken into account in a semi-implicit manner, they have

(20)

in Eqn. 19, it can be written as a sum of the two as

dovy da, doy, dovy dovy dovy,
=y fe%) = - o+ (1= ane) - (22)
dt dt cond dt evap ( dt evap dt cond dt cond
Here dc‘l’? conq and da“| are calculated using the two cases from Eqn. 19, but excluding a; and a,.

Utilising Eqn. 22 allows for the discretisation of everything multiplied with «; implicitly and the rest
explicitly. To further stabilise the transport equations for the volume fraction, oV - U is added and
subtracted on the right-hand side so the transport equation for ) becomes

OJoy Py do, (o1 —pv) day,

— +V - (Uy) = — — O
ot ( ) p+ ane (p1 = puc) dt p+ ane (p1 — pnc) dt
In Eqn. 23, Eqn. 43 and Eqn. 44 from Appendix A have been substituted into the transport equation.

Rearranging yields

+ V- U. (23)

oy Pyl doy, [ 1 (1 1 )]

— + V. (Uqy) = —— 4| ——— )| +uV-U. 24
ot ( l) P+ Qnc (pl - pnc) dt p1 P1 Pv : ( )
doy,

Here the term <z is calculated using Eqn. 22. This is the implemented form of the transport equation
for o which is solved together with the transport equation for a;. and the system is closed using Eqn. 2.
The code implementation of the volume fraction equation for a; can be seen in Listing 1 below:
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1 fvScalarMatrix alphalEqgn
2 (
3 fv::EulerDdtScheme<scalar> (mesh) .fvmDdt (alphal)
4 + fv::gaussConvectionScheme<scalar>
5 (
6 mesh,
7 phi,
8 upwind<scalar> (mesh, phi)
9 ) .fvmDiv (phi, alphal)
10 — fvm::Sp(divU, alphal)
11 ==
12 fvm: :Sp (vDotvmcAlphal, alphal)
13 + vDotcAlphalx (1.0-alpha3)
14 ) ;

Listing 1. Implementaion of the volume fraction equation for the liquid phase.

3.1. Pressure correction equation. The pressure correction equation shown in Eqn. 13 also has a
mass flow term on the right-hand side. To mathematically close the system, the source terms from the
cavitation model are needed again. Since the pressure correction equation is using the modified pressure
p=p— p(g-h) and because the source terms from the cavitation model are based on p — psat, P — Psat
is rewritten as

P — Psat — p(g-h) +p(g-h) =p — pear + p(g - h). (25)

By using Eqn. 43 from Appendix A, the source terms from the cavitation model are rewritten as

B 3o/ 55\ Tr=pemy POSO(P—Paat)
ptanc(pv—pnc) | 4 4
m = (pl - pV) i <P+0‘nc(P1*Pnc) ) 3o+ R
- 2 2 1
P+ ome (,01 - Pnc) adnom R /520 [ =y g mes(P—psat)

14ng 7R3 pt+anc(pPv—>pnc)
Fnosg p+anc(p1—pPnc)

if p> poar = ’f'n_;,_

(26)

if p < par = M—.

In Eqn. 26, pos0 and neg are used instead of the min/max functions, so the source terms can be multiplied
by Eqn. 25. Since the min function from Eqn. 15 would normally give a negative value or 0, the minus
from the case of p < pgar in Eqn. 26 is removed. As for the case of the volume fraction equations, the
total mass flow is a sum of the two cases from Eqn. 26. The final form of the mass flow term for the
pressure correction equation is defined as

1 = [peat — p(g - h)] (11— — 1) — (r_ — 14 )p. (27)

This is what is implemented for the pressure equation shown in Listing 2.

fvScalarMatrix p-rghEqgn

(
fvc::div (phiHbyA) - fvm::laplacian(rAUf, p-rgh)

(vDotvP - vDotcP) x (mixture->pSat () — rhoxgh)
- fvm::Sp(vDotvP - vDotcP, p-rgh)
)i

-

Listing 2. Implementation of the modified pressure equation.

4. Benchmark

The benchmark case used was first proposed by Giussani et al. [10] and was also employed by Ageel [15].
The domain used for the benchmark, together with some of the boundary and initial conditions, are shown
in Fig. 1. The mesh of the case is 1 x 640 x 1 cells large on a domain that is 2 m tall with the y coordinate
facing opposite gravity. The benchmark is split into two sections, one where only cavitation is taking
place and one where only condensation is. The initial conditions for both cases are shown in Tab. 1.
Generally, the boundary and initial conditions are set to allow for calculations in 1D. The vertical walls
are set to slip to not interfere with the moving interfaces. The bottom of the column is a wall, and the top
is an inlet-outlet. The detailed boundary conditions are shown in Tab. 2. The three phases are initialised
at rest as a column stacked on top of each other with a; at the bottom and «,,. at the top. For the first
part of the benchmark case, C. is set to 0, and C, is set to 1. The opposite is done for the second part.
The reason for this is to isolate the source terms and to reveal how they perform, given a similar driving
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Figure 1. Schematic overview of the computational domain for the benchmark case
including boundary and initial conditions.

Table 1. Initial condition for both halves of the benchmark case.

Cavitation case

Condensation case

oy from 0 to 0.95 in height
oy, from 0.95 to 1 in height
Qe from 1 to 2 in height
Psat = 100300 Pa
U=0m/s

p = hydrostatic pressure
Co=0and C, =1

Nuclei density = 108 /m?
Nuclei diameter = 107 m

o) mapped from cavitation case
ay mapped from cavitation case
ane mapped from cavitation case
Psat = 99700 Pa

U=0m/s

p = hydrostatic pressure
C.=1land C, =0

Nuclei density = 108 /m?

Nuclei diameter = 1076 m

Table 2. Overview of boundary conditions used for the two parts of the benchmark
case. Boundaries not described here are empty.

Field top bottom verticalWall
alpha.air inletOutlet zeroGradient zeroGradient
alpha.liquid | fixedValue zeroGradient zeroGradient
alpha.vapour | fixedValue zeroGradient zeroGradient

P calculated calculated calculated

Drgh prghTotalPressure fixedFluxPressure fixedFluxPressure
U pressureDirectedInletOutlet Velocity noSlip slip

potential. The fluid properties used for the simulations are the same as those used for the famous rising
bubble benchmark case. The fluid properties are shown in Tab. 3. Besides the initial condition and the

fluid properties, the initial pressure field is set as

Table 3. Fluid properties used for the two benchmark cases.

Property | Unit

o 1000 kg/m?

Pv = Pnc 1 kg/m?®

Oly = Oyne | 1.96 N/m

m 10 kg/(m s)

Hv = Hnc 0.1 kg/(m S)

g (0 -0.98 0) m/s?

p(y) = po + pg(href — y).

(28)

In Eqn. 28, hy.s is with reference to the lower wall and is equal to 2 m, y is the y-coordinates of the
cells, and pg is the initial pressure of 100000 Pa. To evaluate the performance of the implemented code,
several quantities are tracked in the benchmark case. They are shown in Eqn. 29 to Eqn. 32. The first
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parameter tracked is the mass of each fluid in the system as

m; = Zai,oiVi, (29)

where the subscript ; refers to the value of the variable in the i’th cell. The same definition of ; is used
for Eqn. 30 and Eqn. 31. The interface height for both interfaces in the system is calculated as

Yo (1 — o)V > Yiomei (1 — ame ) Vi

h v — ) hvnc - . 30
A SETR I > a1~ ane)V; (30
The velocity of the two interfaces is tacked as
Ui il_ ZV;, Ui ncil_ nci‘/i
u]v — Z al, ( al, ) , uvnc — Z & 3 ( & 3 ) . (31)
Z al,z’(l - al,i)‘/z’ Z Och,i(l - anc,i)‘/z’
The mass conservation error for each time step is calculated as
t+1)— t)) — my(t+1) —my(t

o (4 1) — (0] — (e 41) — mu (0] )

mi(to)
where m is the mass of the phase, t 4+ 1 refers to the next time step, t refers to the current time step, and
to refers to the start of the simulation. Lastly, the global mass conservation error in percent is calculated
as

[[mu(te) — ma(to)] — [my () — m(to)]]
m(to)

where t; refers to the final time step of the simulation. Equation 29 to Eqn. 32 are evaluated during the

simulation and Eqn. 33 after. The results of this are presented in the following section.

€global = 100, (33)

4.1. Cavitation results. The simulation starts from a hydrostatic pressure distribution given by Eqn. 28.
Since the saturation pressure in the simulation is set at a value larger than the pressure boundary condi-
tion, the liquid starts to cavitate, creating more vapour. The vapour then forces the air out of the top of
the column. This is also shown in Fig. 2. As the mass of the liquid starts to disappear and vapour starts

10-2 102
9500 g ]2
) o0
=5 9.498 = 0.8 4 =% 0.8 4
o - =
‘= 9.496 2 0.6 = 0.6
g & ©
o 94947 £ 0.4 2 0.4
n [} <
§ 9.492 2 0.2 = 0.2+
9.490 1 T T \ = 0 ‘ I I \ 0 1 T T \
Q'QQQQ%Q.QAQ.Q@Q'Q%Q.XQ Q.QQQ.Q‘LQ.QD‘Q-QQQ-Q%U\Q Q.QQQ'Q%QQDSQ.QBQ.Q%Q'\'Q
Time [s] Time [s] Time [s]

Figure 2. Temporal evolution of the mass of the 3 fluids present in the simulation.

being created, the surfaces of the interfaces between the fluids also move. The height of these interfaces
is shown in Fig. 3. As seen from Fig. 3, the interface height between the liquid and vapour rises to a level
higher than at the beginning of the simulation. This is due to numerical diffusion between the liquid
and vapour. Since the model implemented in this study contains no artificial interface compression, the
interfaces are subject to numerical diffusion. The liquid and vapour have different fluid properties, which
induce instabilities in the interface stretching towards the exit as the vapour moves. The vapour and air
interface rises to almost 1.6 m, meaning that roughly 60% of the air in the domain has been pushed out.
The velocity of the interfaces is shown in Fig. 4. As seen from Fig. 4, the velocity of the vapour and air
interface reaches a speed of approximately 12.5 m/s. This high speed pulls the rest of the vapour with it,
which then pulls the liquid enough to pull the interface up a little, as also seen from Fig. 3. The mass of
all the fluids in the simulation was also tracked to calculate the mass relative error during the simulation.
The results are shown in Fig. 5. The mass relative error starts out at a very low value and then starts to
rise. This is expected behaviour due to the initial conditions of the simulation. After about 0.03 s, the
error stabilises at around 0.6 - 107%%. This is due to the transient simulation reaching a balance in the
mass transfer source terms as velocity and pressure are solved to the correct values. The mass relative
error for the cavitation case is small, and therefore, the mass of the system is conserved for the cavitation
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terms when transfer happens between two fluids. The global mass error is 0.12039% which is close to
the 0.11301% presented by [10]. The two implementations employ different solution algorithms, which is
believed to be why they differ. An example of this is that the current implementation closes the system
with ay, whereas [10] solve the volume fraction equations separately and add the remaining error to ouc.
Since the mass relative error and the global mass relative error are so small, the implementation of the
cavitation mass transfer term is acceptable.

4.2. Condensation results. The cavitation part of the implementation was verified, so the next step
is verifying the condensation part. The same parameters are tracked for the condensation part of the
benchmark case. The final solution from the cavitation part is used for the initial conditions for the
condensation part. The settings are adjusted so that only the condensation term is used in the mass
transfer evaluation. The mass of each fluid in the system is shown in Fig. 6. As the mass of the vapour

10-2 .10—2
9,500 g =
o0 o0
2, 9.498 + 2 0.8 4 E 0.8 |
o o 24,
2 9.496 5 0.6 = 0.6
g & ©
o 94947 £ 04 2 0.4
0 %) <
g 9.492 § 0.2 = 0.2
9490 T T T T 0 T T T T 0 T T T T
o002 g 05 M0 qE® (A o0 g 02 O 0 (B GAD S FIFIE®
Time [s] Time [s] Time [s]

Figure 6. Temporal evolution of the mass of the three fluids present in the simulation.

starts to disappear, more liquid is being created. The layer of vapour separating the air from the liquid
starts to shrink and pulls air in from the top of the column. This can also be seen from the mass evolution
shown in Fig. 6. The amount of liquid almost reaches the same amount set as the initial conditions for
the cavitation part of the benchmark case. The vapour mass falls below the small amount initialised for
cavitation. This indicates that the condensation process is faster than cavitation. If there was a mass
conservation error of 0%, the mass of the liquid would go above 9.5 kg, but since a small amount of
mass is lost and not all the vapour condensates, this is not the case. The mass of the air does, however,
rise above the initial level as more vapour condensates. The evolution of the height of the interfaces is
shown in Fig. 7. Figure 7 shows that the liquid and vapour interface height starts moving upwards at the
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Figure 7. Height with respect to the bottom of the column of the two interface pairs
present in the simulation.

beginning of the simulation. This is still due to numerical diffusion and the difference in fluid properties
that cause interface instability. After roughly 0.08 s, the condensation is mostly complete as the surface
height of the liquid and vapour interface is back to where it was initially. This corresponds well with the
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vapour and air interface, which slowly decreases from 0.08 s as the last bit of vapour condenses. The
interface velocity is shown in Fig. 8. The interface velocities are now negative as the bulk movement of the
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Figure 8. Velocity of the two interface pairs present in the simulation.

system is downwards. As seen from Fig. 8, the velocity starts at 0 when the interfaces are initially at rest
and then decreases as the fluid moves downwards. Again, the magnitude of the velocity is much greater
for the vapour and air interface than for the vapour and liquid interface. This is due to the difference in
fluid properties. The velocity increases at 0.08 s as the vapour and air interface almost reaches the liquid
and vapour. From that point, the interfaces drastically slow down as the condensation is almost over,
and therefore, the driving potential is removed.

The mass relative error for the condensation case is shown in Fig. 9, which shows that the mass relative
error rises in the beginning to about the same value as the condensation case. The first rise from 0 s to
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Figure 9. Mass relative error during the cavitation simulation.

0.01 s is again due to initial conditions. From there, the mass relative error is steady until about 0.07 s,
where it begins to reduce as the mass transfer rate falls since condensation is almost over. At 0.08 s, the
mass relative error spikes as the interfaces drastically slow down. From 0.08 s, the last vapour is slowly
condensing and the error drops accordingly. The global mass error is 0.12229% which is again close to the
0.1126% from [10]. The reason for the difference is believed to be the difference in algorithms between
the two implementations. For the condensation case, the mass relative error and the global mass error
are around the same magnitude as for the cavitation case. This means that the mass is conserved.
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5. Nozzle simulation

The case used for validation is the one from Sou et al. [16] and Bicer and Sou [17]. The simulation
of the internal nozzle flow is performed to evaluate how the implemented solver performs on a well-
documented geometry with internal cavitation in the nozzle. The simulated injector is transparent, and
velocity measurements of the inside flow were obtained using laser doppler velocity (LDV). The simulated
domain is shown in Fig. 10, which depicts the flow entering the inlet and exiting the outlet. Every side on

15 mm Outlet

1.94 mm\\

1.94 InmI

«— | >

Inlet] 8 mm
8 mm Outlet
<>

25 mm 20 mm

Figure 10. Schematic of the geometry of the injector. Measurement locations for the
LDV measurements are marked with dotted lines and are located 1.5 mm, 3 mm and 6
mm into the 8 mm long nozzle.

the outlet box except the side where the nozzle is connected is considered an outlet in terms of boundary
conditions. Every boundary that is neither an outlet nor an inlet is considered a wall. In Fig. 10, the
locations for the LDV measurements are marked with dotted lines. The measurements were taken in the
centreline of the nozzle at 1.5 mm, 3 mm and 6 mm into the nozzle throat. The nozzle sprays water into
an air-filled reservoir, and the physical parameters of the fluids in the domain are defined as shown in
Tab. 4. The simulation is performed with a volumetric flowrate of 4.8 - 107> m?/s as an inlet condition,

Table 4. Physical properties of the fluids in the simulation.

Fluid Density Kinematic viscosity Surface tension Saturation pressure
Water 998 kg/m®  1.2-107% m?/s 0.07 N/m 2300 Pa

Vapour 0.739 kg/m? 1.6614 - 1075 m?/s

Air 1.19 kg/m®  1.4496 - 107° m?/s

and the pressure is set on the outlet boundary to 1 bar. The cavitation number of the simulation is
1.2, which means the flow is in the developing cavitation regime. The number of initial nuclei for the
cavitation model is set to 10'® per cubic meter, and their initial diameter is set to 1.5um. Large eddy
simulation (LES) turbulence modelling is employed via the WALE model [18]. The computational mesh
is shown in Fig. 11. The mesh contains about 4.5 million cells, which are mainly located in the throat
of the nozzle. The walls in the domain have been refined to have a first cell height of 2.5 pm to give
a Courant—Friedrichs-Lewy (CFL) number of approximately 1. The mesh has fairly large cells in the
regions outside the throat, which results in the interfaces being very smeared in those regions. This
drastically reduces the number of cells and thus reduces computational time. The simulation is run for 3
ms to develop the flow and 2 ms with field averaging turned on afterwards. The field averaged velocity in
the injection direction at the LDV locations is compared with experimental results from Sou et al. [16].
This is presented in Fig. 12. Figure 12 demonstrates quite a good agreement between the simulation and
the experimental values. At the first measurement location, 1.5 mm into the nozzle throat, the model is
able to capture the recirculation zone that appears when the fluid is separated from the sharp corner at
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Figure 11. Slice of the mesh used in the simulation. Slice is of the refined region of the domain.
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Figure 12. Comparison of the experimental measurements (o) from Sou et al. [16] and
the averaged velocity from the simulation in the injection direction. The three figures
are from the (left to right) 1.5 mm, 3 mm and 6 mm measurement lines, respectively.

the entrance to the throat. The velocity of the bulk flow is also captured quite well. At 3 mm into the
throat, the recirculation zone is smaller in size. Looking at the model prediction, the negative part of the
velocity covers a smaller part of the nozzle width. The bulk flow velocity is still predicted quite well at 3
mm. Common for both the 1.5 mm and 3 mm measurement zones is that the width of the recirculation
zone predicted by the model is smaller than what is observed experimentally. Due to this, the transition
from the recirculation zone to bulk flow is not quite in the same location as observed experimentally. At
the 6 mm measurement zone, the recirculation zone is gone. The vapour created in the recirculation zone
has condensed again. The agreement between the measurements and the simulation is good, indicating
that the length of the recirculation zone is predicted quite well. A comparison of the vapour created and
a photograph taken by Sou et al. [16] is shown in Fig. 13. As seen in Fig. 13, the length the water vapour
reaches into the nozzle in the simulation agrees quite well with what is observed experimentally. Even
though no artificial interface compression is used in the current implementation, the vapour pockets are
quite well-defined.

6. Conclusion

This study implemented an extension to interPhaseChangeFoam with a modified SchnerrSauer cavi-
tation model. The implemented model can consider the nozzle’s internal cavitation effects on the breakup
of the liquid. The solver is verified on a benchmark case proposed by Giussani et al. [10] consisting of a
one-dimensional liquid, vapour and air column. The case consists of two parts and is designed to evaluate
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Figure 13. Comparison of an instantaneous iso-contour of aqter = 0.5 to photography
from Sou et al. [16]. Boundaries of the internal geometry of the nozzle are outlined in
black.

the mass conservation of a VoF solver with mass transfer. The implemented solver can solve both parts
of the first case with a mass relative error below 0.00007 %. The solver is validated for real nozzle flow
and compared to the experiments from the literature performed on the same geometry. The implemented
model is revealed through comparison with flow images to capture the size and location of the cavitation
vapour bubbles well. The velocity predicted by the implemented model closely follows the experimental
measurements at three different locations in the nozzle, and the model captures the recirculation zones
induced by the geometry.
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Appendix A. Derivation of modified Schneer and Sauer model

The system of equations is

0oy m

o TV (@b ==

Oay, m

at +V(aVU)_p7v?
Oape

5 +V - (apU) =0.

Using the definition of total derivative shown in Eqn. 34, where «; refers to a general volume fraction,

solving it for agf' and inserting it into the transport equations, Eqn. 35 can be obtained.
dOLi (90&1'
= . ; 4
7 o +(U-V) (34)
dOéi
o —U-Vai+ V- (Ua;) =0 (35)

Using the product rule for divergence that states V - (Uq;) = (Vo) - U 4+ o;V - U together with the
commutative property that (Ve;) - U =TU - (Vay). Eqn. 35 can rewritten as

doy m™m
— - 36
ey (U) == (36)
do, m
vV (U)=—, 37
Ty (U)=2 (37)
day,
Z‘tc + ancV - (U) = 0. (38)
It is used that the change of the sum of volume fractions is 0, written as
doy | doy | doge
@ Ta T Y (39)
Substituting dtl and da““ from the above transport equations in Eqn. 36 and Eqn. 38 yields
. dov,
VU2 VU =0
podt
Solving for the mass flow rate yields
doy,
—p (a1 + anc) V-U —p ik (40)

One of terms for the mass transfer rate is obtained from the time rate of change. The other is derived
by looking at the non-conservative continuity equation given by

U= _-2¢
v p dt

Considering that each phase is incompressible, this equation can be written as
]. d d vy d ncH-tnc
V.U < — <(ploa)+ (pvar) | dlpner ))7

p dt dt dt
B 1 da1 n daoy, n doge
- Vat TP a TP Tar )
Substituting ddczl and d"‘"“ with Eqn. 36 and Eqn. 38 yields
1 da,
V-U=—- ( praaV - U — 1+ py—— — ppc@ncV - U) .
P dt
Rearranging to isolate for the mass transfer rate yields
: dovy
m = pyv—— + (_Ploél — Pnclnc + ,0) V-U. (41)

dt
Equating Eqn. 40 and Eqn. 41 yields

dov, dov,
(—p1ag — pucne +p) V- U + o —py = —p1(ag + an.)V-U+ s (42)
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Rearranging gives

doy,

(=p101 — prcme +p) V- U + pr (o + ane) V- U = dt (o1 —pv)s
do,

(—p11 — Pncne + p + praa + pranc) V- U = o (o1 — pv),
doy,

(—pnctne + p+ prome) V- U = o (o1 — pv) -

Solving for the divergence of velocity gives
dovy (p1— pv)
dt p+ oane (Pl - pnC)

If the transport equation for «, is solved for i and Eqn. 43 is substituted into it, it yields

=V.U.

d v - Pv d v
N e (p = pv) o
d P+ ame (P = puc) dt

. da, ay(p — pv) >
m = py 14 ,
r dt ( P + Qe (Pl - pnc)
day <(p + OnePl — QnepPnc + Qyp1 — avpv)>

m = py

BT P+ anc (P = poc)

T = py daory (alpl + Qv Py + QnePnc + OnePl — QnePnc + Oy P1 — ozvpv)> ’
dt P+ e (p1 = puc)

. pvdav (pl(al + ay + anc)) 7
dt \ p+ ome (P — Puc)

d v A%
" — o ( PvP1 ) .
dt \ p+ anc (1 — Pnc)

Equation 44 and Eqn. 43 are used in the implementation of the modified cavitation model.

A.1. Condensation and evaporation terms for the modified Schneer and Sauer model.
derivation starts with the definition from the Schnerr and Sauer model restated in Eqn. 45 as

4
oy = OélnoﬂgRg-

Taking the total derivative of Eqn. 45 yields

do dR 4 doy
Y = aidmnoR®— TR —.
a TRy T Ty

The volume fraction equation system is

E“FO&]V'(U):E,
daoy, m
ar +a,V-(U) = s
doe
7 +a,V-(U)=0
Rearranging the last equation yields
% — —a,. V- U.

Looking at the time rate of change of the sum of volume fractions, it follows that

day  doy  doge

abadd =0
dt dt dt ’
@ _ _dav _ dope
e dt dt
Substituting Eqn. 50 into Eqn. 51 yields
d dovy
A v o

At dt
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Substituting Eqn. 52 and Eqn. 43 into Eqn. 46 yields the following, with intermediate rearrangement
steps shown to aid the reader in following along.

da dR 4 4 (p1 — pv) da
vV — adnomrR22— T R3 xR, v v
7t adngm o7 + ( n037r +n037r o C/H-Cvnc (o — poc) 7

L dR 4 4 . — davy
ajdnoTR? o= (1 + no§7rR3 + nOg'ﬂ—RSancp n O<Zc (plp) pnc)> ar
doy B a14no7rR2‘fi—If
at 14 no3mR? + n0§WR3anC%’
do, - C“147107TR2 4 (p+ anc (p1 = puc))
dt p+ ame (1 — puc) + M0 3TR3 (p + Otne (P1 = Puc)) + noaTR3ame (pv — p1)’
doy, O414”071'RQ (p + ane (p1 — puc))
dt  p+ ame (p1 — puc) + o 37TR3 (P + Qnept — QnePnc + OncPy — Cnepr)’
day andnom R?4E (p + ome (o1 — pac))
dt  p+ ane(p1— pnc) + nngR3 (p+ e (pv — pne))’
dov, B 01147107TR2%

(53)

dt 4 ptome(Py—pnc) )
L+ nogmh? <p+anc(p17pnc) )

Equation 53 is the evaporation term. For the condensation term, the derivation is similar to the derivation
above. Implementing

3oy,
= — " 54
(&3] 47T7’L0R3 ) ( )
as a rewritten form of Eqn. 45 and again using the definition of total derivative yields
du __BovGy 3 day (55)
dt o %71’710 R4 47T’I7,0R3 dt ’

By substituting Eqn. 52 and Eqn. 43 into Eqn. 55, a term for condensation rate can be obtained, as
demonstrated below with all the intermediate rearrangement steps shown as

da, 3OéV

)
%ﬂn0R4

pt+amc(p1—pnc) 4"07"'1:"/3

_dav ta (p1 — pv) dov, _ 304\,% 3 ck&
dt "0+ ame (p1 — pue) dt %WﬂoR4 dmnoR3 dt’
dR
<_1 N fne )y o(fll (pfv—) Pnc) 4no?7)rR3) % B %’
% B —3@\,%
dat (_1 1 Qe p+ofnpcl(p11)v ) 4noﬂR3> %WnOR4 ,
day, 3o 28 (p+ ome (o1 — pac))
A (= (p+ ane (1= pue)) + ane (1= pv) = s (p+ e (1 = puc)) ) rnoRY
day, —3a, 4 (p+ ane (p1 = puc))
dt (—p — et + AnepPre + nePl = OncPy = Troegs (P + Cne (01— puc) ) ))) 4ngRe
da, —3ay 4R (p + ome (p1 — pnc))
dt (—p+ e (Pnc = Pv) = Trezgs (P + @ne (1 = pic) ) %7771034,
)

dt ( ptome(Puc—pv)

da, 3o, LB o

W (frtp) dmnort + B

(56)
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The terms for condensation and evaporation can be summarised as

(1]

2]

(3]

(4]

(5]

[6]

(7]

(8]

(9]

(10]

(11]

(12]

(13]

(14]

(15]
(16]

(17]

(18]

Say % 1f p Z Dsat
day _ ) (S5t dmmontin (57)
dt cudnon i if P < Psat-
14+nogmR3 (%)
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